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Abstract—In mobile healthcare and remote diagnosis, nucleus
segmentation is a critical step for pathological analysis, diagno-
sis, and classification, requiring real-time processing and high
accuracy. However, variations in nucleus size, blurred contours,
uneven staining, cell clustering, and overlapping cells hinder
precise segmentation. Additionally, existing deep learning models
often prioritize accuracy at the cost of increased complexity,
making them unsuitable for resource-limited edge devices and
real-world deployment. To address the aforementioned issues,
we propose an edge-aware dual branch network for nucleus
instance segmentation. The network simultaneously predicts
target information and target contours. Within the network, we
propose a context fusion block (CF-block) that effectively extracts
and merges contextual information from the network. Addition-
ally, we introduce a post-processing method that combines the
target information and target contours to distinguish overlapping
nuclei and generate an instance segmentation image. Extensive
quantitative evaluations are conducted to assess the performance
of our method. Experimental results demonstrate the superior
performance of the proposed method compared to state-of-the-
art approaches on the BNS, MoNuSeg, and CPM-17 datasets.

Index Terms—Nucleus segmentation, mobile healthcare, in-
stance segmentation, medical imaging, dual-branch network

I. INTRODUCTION

Edge intelligence [1] plays a critical role in mobile health-
care [2], [3] by enabling real-time and accurate data processing
near the patient, which is essential for applications such as
remote surgery [4] and pathology image analysis [5]. For
instance, in breast cancer diagnosis [6], edge intelligence can
be used to analyze histological slides in real-time during a
biopsy, detecting abnormal cell patterns instantly. This allows
pathologists to view the results on-site, enabling rapid and
accurate diagnoses without the delays of remote processing.
As a result, the quality of care is enhanced through immediate
feedback to surgeons and clinicians during the procedure.

One of the most widely used techniques in pathology is
Hematoxylin and Eosin (H&E) staining [7], which provides
the visual cues to differentiate nuclei from surrounding tissue.
This has made nucleus image segmentation [8] an effective
solution for the precise quantification and analysis of nuclei
in cancer diagnosis, classification, and grading [9]–[13].

Advancing nucleus segmentation algorithms can signifi-
cantly enhance accuracy in digital pathology, improving early
disease diagnosis and treatment [14]. While deep learning

Fig. 1. Examples of nucleus images from different public datasets.

has substantially improved nucleus segmentation, challenges
remain due to imaging conditions and the complex distribution
of nuclei. As illustrated in Fig. 1, factors such as dense
distributions, adhesive edges, varying sizes and shapes, blurred
contours, uneven staining, and overlapping cell clusters often
result in over- or under-segmentation, reducing accuracy. For
example, in distance-based methods like StarDist [15] [16]
[17], large nuclei’s centroids are too far from boundary pixels,
impairing distance prediction, with supervision limited to
individual distance values and lacking global shape constraints
[18]. Similarly, traditional contour-based methods struggle
with blurred boundaries [19] [20], further complicating seg-
mentation.

In addition, many existing deep learning models for nucleus
segmentation mainly focus heavily on maximizing accuracy,
often leading to increased model complexity. This heightened
complexity poses a challenge for deployment on resource-
constrained edge devices, such as smart wearables and Internet
of Things (IoT) devices, which have limited processing power,
memory, and energy capacity, making it difficult to implement
these models effectively in real-time applications [21], [22].
Therefore, developing a more efficient nucleus segmentation
model that balances accuracy with resource efficiency, and is
specifically optimized for edge devices, has become an urgent
issue to address [21], [22].

To address the challenges in nucleus segmentation, we
propose a novel neural network model called EADB-Net,
which significantly reduces computational complexity while
maintaining high segmentation accuracy. EADB-Net builds on
the U2Net architecture [23] and integrates a hybrid attention
mechanism [24]. By incorporating attention mechanisms into
Residual U-blocks, EADB-Net effectively handles complex
images. It introduces a context encoding layer to capture



contextual features and integrates hybrid attention modules
at each layer to focus on relevant regions. Additionally,
EADB-Net predicts both the foreground and contour of nuclei,
combining these to achieve instance-level segmentation. Com-
pared to traditional networks [25], [26], EADB-Net captures
finer details, resulting in improved accuracy and robustness.
Experimental evaluations on three publicly available datasets
(BNS [27], MoNuSeg [28], and CPM-17 [29]) demonstrate
that EADB-Net achieves state-of-the-art performance, making
it an effective solution for nucleus segmentation tasks.

Specifically, the main innovations and contributions of this
paper are as follows:

• We design a dual-task network for nucleus segmentation,
combining a hybrid attention mechanism with nested
residual U-blocks and leveraging enhanced contextual
information for task prediction. This achieves lower com-
putational complexity and higher accuracy, making it
suitable for edge devices.

• We propose a novel Context Fusion Block (CF-Block) to
effectively extract and integrate contextual information.

• By utilizing a dual-branch architecture, our network
demonstrates strong edge-awareness capabilities. Com-
bined with the introduced post-processing approach, it
delivers effective and straightforward nucleus instance
segmentation results.

• We evaluate EADB-Net on multiple datasets, including
BNS, MoNuSeg, and CPM-17. Experimental results show
that EADB-Net outperforms state-of-the-art models in
terms of segmentation accuracy and robustness.

II. RELATED WORK

Currently, methods for nucleus image segmentation can be
classified into traditional methods [30] and deep learning-
based methods. Traditional segmentation methods include
threshold-based segmentation [31], region-based segmentation
[32], graph-based segmentation [33], superpixel-based seg-
mentation [34], fuzzy clustering, and other methods [35].
These methods construct image segmentation models by man-
ually selecting features, which results in good performance
only on specific feature-rich datasets or samples. For example,
C.H.Lin et al. [36] used a segmentation method based on
a series of edge enhancement techniques, but it performed
poorly on blurry nuclear contours. Yang Song et al. [37]
employed a contrast-based adaptive version of the mean shift
and SLIC algorithms, along with intensity-weighted adaptive
thresholds, for segmenting nuclei in Papanicolaou (Pap) smear
images. However, in many cases, the aforementioned tradi-
tional methods struggle to handle cervical cell images with
irregular shapes and sizes. To address this issue, deep learning-
based methods have gradually become mainstream. In recent
years, research on image segmentation using convolutional
neural networks (CNNs) [38] [39] has achieved remarkable
results.

With the continuous improvement of computing perfor-
mance, deep learning algorithms have demonstrated outstand-
ing performance in image segmentation. In the field of nuclear

image segmentation, the most commonly used network archi-
tectures include FCN [40], Mask R-CNN [41], U-Net [42], and
others. In particular, U-Net was initially applied to medical im-
age segmentation tasks, utilizing skip connections to connect
the intermediate downsample and upsample layers to extract
contextual information. However, due to the direct fusion of
low-level and high-level features through skip connections,
there may be semantic gaps and difficulties in handling over-
lapping regions. To address this issue, subsequent researchers
have proposed methods such as Attention U-Net [43], U2Net
[44], CE-Net [44], CIA-Net [45], AL-Net [46], and others.
These methods have demonstrated good performance on nu-
clear segmentation datasets. Among them, CE-Net [44] ex-
tends the application of U-Net in medical image segmentation
by incorporating enhanced network structures such as DAC
and RMP blocks. To obtain more advanced information while
preserving spatial details, the Context Encoding Network (CE-
Net) replaces the encoding module of U-Net with a pre-trained
model, resulting in improved performance on 2D medical
image segmentation tasks. The Attention U-Net [43] model is
a U-Net model that incorporates attention mechanisms. This
model has the ability to automatically learn the shape and
size of the targets, significantly improving the sensitivity and
accuracy of the model with minimal additional computational
cost. Similarly, Xuebin et al. [44] designed a two-level nested
U-shaped structure called U2Net for salient object detection
(SOD). U2Net captures more contextual information from
different scales, leading to better performance in SOD tasks.

In the context of nuclear segmentation and the need, for
instance, delineation, DCAN [47] proposed a novel Deep
Contour-Aware Network that simultaneously segments nuclei
and their boundaries. The multi-task segmentation framework
in DCAN has been widely used in nuclear segmentation
methods. To capture multi-scale spatial information, a Spatial
Perception Network (SpaNet) [48] was proposed. SpaNet’s
multi-scale dense units are equipped with a feature aggre-
gation property that allows positional information to flow
throughout the network. In the aforementioned methods, there
is no feature fusion between the multi-task branches. An
information aggregation module is introduced to fuse fea-
ture maps from different branches. Building upon this, a
Boundary-assisted Region Proposal Network (BRP-Net) [49]
is proposed. HoVer-Net [50] is another method proposed for
simultaneous nucleus segmentation and classification. In this
network, distance information between nucleus pixels and
their centroids is introduced in both vertical and horizontal
directions. These distance features are utilized to help the
network learn information about nucleus shape and structure,
thereby improving segmentation accuracy.

III. PROPOSED METHODOLOGY

In this section, we detail the proposed methodology and
network architecture. Section III-A outlines the EADB-Net
and its key components, including attention mechanisms. Sec-
tion III-B introduces the Context Fusion Block for improved
segmentation accuracy. Section III-C explains the supervi-
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Fig. 2. Overall architecture of the network demonstrates the precise placement of modules within the network. The channel attention mechanism is applied
at the deepest layer, while the remaining layers utilize a hybrid attention mechanism.

sion strategy using multi-branch loss functions. Lastly, Sec-
tion III-D discusses the post-processing methods for refining
nucleus instance segmentation.

A. Network Architecture

The overall structure of the proposed network is illustrated
in Fig. 2. EADB-Net is an image segmentation model based
on the U-Net architecture and consists of four major compo-
nents: encoder, decoder, attention mechanism, and contextual
mechanism.

The encoder phase comprises multiple downsampling layers
utilized to subject the input image to successive convolutional
and pooling operations, thereby extracting features at vari-
ous hierarchical levels. Similarly, the decoder phase employs
multiple upsampling layers to restore the resolution of the
feature maps from the encoder phase and to produce prediction
results through merging. Each downsampling and upsampling
layer consists of the Residual U-block proposed by Qin et
al. [23], and the nested U-structure facilitates the extraction
of multiscale features within each phase and more effective
aggregation of multilevel features across phases. As the net-
work’s depth increases, the height of the Residual U-blocks is
appropriately adjusted.

Each upsampling layer consists of a Residual U-block and
a skip connection, where the Convolutional Block Attention
Module (CBAM) [24] extracts features from the downsam-
pling information and combines them with the upsampling
information through the skip connection to fuse low-level
and high-level feature information, as shown in Fig. 2. The
information extracted at a coarser scale is used for CBAM to
eliminate irrelevant and noisy influences in the skip connec-
tion. This is performed before the concatenation operation to
merge only relevant activations. Meanwhile, for deeper layers
of the network, using a channel attention mechanism alone
often proves to be more effective, and replacing CBAM with
a channel attention mechanism at the deepest layer has yielded
better results.

The last component is the feature fusion module, which gen-
erates probability maps. Similar to U2Net [23], our EADB-Net
constructs two output branches, where each branch generates
six probability maps, Maski Edgei i ∈ [1, 6], from the last
downsampling layer and all upsampling layers through a 3×3
convolutional layer and a sigmoid function. Subsequently, the
feature maps from the side branches are upsampled to the size
of the input image and fused using the CF Block mentioned
earlier to generate the final probability maps, Smask and Sedge.

EADB-Net aims to improve the network’s ability to learn
both fine details and global features in high-resolution medical
images while keeping the computational complexity relatively
low. This network model performs exceptionally well in cell
nucleus instance segmentation tasks and accurately identifies
segmentations even with limited samples.

B. Context Fusion Block

Input

Avg Pooling
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Conv
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Fig. 3. Structure of the Context Fusion Block is showed, where the input is
the concatenation of context features from the backbone network (6 layers).
The information is fused within the block and then outputted.

In the context encoding layer of U2Net [23], only concate-
nation is performed for each side branch without considering
the importance of each branch. Inspired by SE-Net [51] and
CE-Net [52], we improved it by designing a CF-Block (context
fusion) based on the SE-Block. This allows the model to
capture different context information and improve the accuracy
of semantic segmentation, as shown in Figure 1. The CF-Block
helps the network focus on useful contextual information



in the image, thereby enhancing segmentation accuracy and
efficiency.

The process, as depicted in Fig. 3, involves linearly in-
terpolating different-sized contexts to match the output size
and then concatenating them as input to the CF-Block. Next,
the feature maps are globally average-pooled and max-pooled
separately to generate a feature vector. The feature vector
is then subjected to a non-linear transformation to generate
context feature layer weights. Finally, the input features are
multiplied by the weights and upsampled to the size of the
input image using a 3× 3 convolutional layer.

C. Supervision

The output of the network model consists of two branches:
foreground and contour. Each branch is composed of 6 prob-
ability maps. The loss function, denoted as Loss, is defined
as follows:

Loss = ωedgeτedge + ωmaskζmask

+

M∑
i=1

(ω
(i)
sideτ

(i)
side + ω

(i)
sideζ

(i)
side)

(1)

Here, ζMside and τMside represent the losses for foreground
and contour in the side branch, respectively. ζmask and τmask

represent the losses for the final fused output feature maps
Smask and Sedge. ω represents the weights for each loss term.
For each term ζ and τ , we calculate the loss as the sum of
standard binary cross-entropy loss and Dice loss:

CE = −
(H,W )∑
(r,c)

[PG(r,c)logPs(r, c)

+(1− PG(r,c))log(1− Ps(r,c))]

(2)

Dice = 1−
(H,W )∑
(r,c)

(
2×PS(r,c)×PG(r,c)

P 2
S(r,c)

+P 2
G(r,c)

)
(3)

ζ = τ = CE +Dice (4)

H and W represent the height and width of the image,
respectively. (r, c) represents a pixel in the image, PG(r,c)

represents the ground truth label for that pixel, and Ps(r,c)

represents the predicted probability of the model that the pixel
is a positive label.

D. Post Processing

For nucleus segmentation, it is often necessary to seg-
ment instances. To address the issue of significant overlap
between nuclei, DCAN [47] proposed a contour-based instance
segmentation method. By subtracting the contours from the
foreground, all overlapping nuclei are separated, resulting
in individual cell instances. In deep learning models, if the
annotated contours are very thin, the model training can easily
get stuck in local minima, leading to poor segmentation results.
By thickening the annotated contours, the model can escape

local minima. However, this introduces a new problem. While
subtracting the contours from the foreground allows obtaining
instances of each cell, it also leads to the loss of foreground
information.

Partition Instance

ExpendSubtract

Fig. 4. The input to the EADB-Net is the predicted semantic information and
contour information. The semantic information is subtracted by the contour
information to obtain instances. Then, each instance is repaired or refined.

Algorithm 1 Instance Segmentation Processing
Input: mask, edge

1: kernel←

1 1 1
1 1 1
1 1 1


2: mask ins← mask⊙ (1− edge)
3: num,objects,stats

← connected components with stats(mask ins)
4: while not is mask fully covered(objects, mask) do
5: for mask id = 1 to num objects do
6: id mask← objects[objects == mask id]
7: id mask← dilate mask(id mask, kernel)
8: objects[(id mask != 0) & (mask != 0) &

(objects == 0)]← mask id
9: end for

10: end while
Output: objects

In this work, we propose a new method, as shown in Fig. 4.
Here, we first subtract the contours from the foreground and
perform instance labeling on each disconnected region. Then,
we propagate the instance results outward until the foreground
information is completely filled, generating the final segmen-
tation mask. This method is simple and effective, as it can
effectively utilize contour information to separate overlapping
cells and restore cell instances using high-precision foreground
information.

IV. EXPERIMENT SETUP AND RESULTS

In this section, we evaluate and test the performance and ro-
bustness of the proposed model through extensive experiments.
We utilized three publicly available datasets, as described in
Table I. Dice and AJI were employed as evaluation metrics.



For data augmentation, random rotation, random zooming,
random shearing, random shifting, and horizontal flipping are
used for training. The network runs on NVIDIA AGX Xavier,
with a mini-batch size of 8, a learning rate of 0.001, a decay
of 0.0005, and an epoch of 60.

TABLE I
DESCRIPTION OF DATASETS

Datasets Description Annoations Image Size

MoNuSeg [28] 37 Training
14 Test Seven Organs 1000 × 1000

CPM-17 [29] 32 Training
32 Test

The Cancer
Genome Atlas 500 × 500

BNS [27] 36 Training
14 Test

Triple-Negative
Breast Cancer 512 × 512

A. Evaluation Metrics

In this experiment, we employed Dice, Panoptic Quality
(PQ), and Aggregated Jaccard Index (AJI) as performance
evaluation metrics. These metrics are defined as follows:

Dice: The Dice measures the similarity at the pixel level
and is computed using the formula:

Dice =
2× TP

2× TP + FP + FN
(5)

TP (True Positive) represents the accurately segmented
regions, FP (False Positive) represents the regions erroneously
segmented as positive examples, and FN (False Negative)
represents the regions erroneously segmented as negative
examples.

Aggregated Jaccard Index (AJI) is utilized to assess the
similarity between the instance segmentation results generated
by an algorithm and the ground truth segmentations. Its
formula is defined as follows:

AJI =

∑N
i=1 |Gi ∩ P i

M |∑N
i=1 |Gi ∪ P i

M |+
∑

F∈U |PF |
(6)

In the formula for AJI, N represents the number of instances
in the sample. Gi denotes the ground truth mask of the i-th
instance, and P i

M represents the predicted mask of the i-th
instance. The term

∑N
i=1 |Gi ∪ P i

M | denotes the total size of
the union between the matched predicted and ground truth
segmentations. The second term

∑
F∈U |PF | represents the

total number of pixels in unmatched predicted segmentations.
The numerator of the formula,

∑N
i=1 |Gi ∩P i

M |, indicates the
total number of pixels that are correctly matched.

B. Comparison with Other Methods

To further evaluate EADB-Net, we conducted com-
parative experiments on three publicly available datasets
(MoNuSeg [28], BNS [27], and CPM-17 [29]) against state-
of-the-art and classical models.

Quantitative Analysis: Table II illustrates the outstanding
performance of the network across three datasets. In terms
of evaluation metrics, the Dice index better reflects the ef-
fectiveness of semantic segmentation, while the AJI more

TABLE II
COMPARISON WITH OTHER METHODS ON MONUSEG, CPM-17 AND BNS

DATASET

Model MoNuSeg CPM-17 BNS
Dice AJI Dice AJI Dice AJI

U-Net [42] 0.758 0.556 0.813 0.643 0.777 0.572
Mask-RCNN [41] 0.760 0.546 0.850 0.684 0.782 0.576

DIST [53] 0.786 0.560 0.826 0.616 0.779 0.582
DCAN [47] 0.793 0.525 0.828 0.561 - -

HoVer-Net [50] 0.826 0.618 0.869 0.705 0.781 0.587
AL-Net [46] 0.823 0.649 0.873 0.707 0.790 0.624

EADB-Net(Ours) 0.838 0.656 0.895 0.721 0.812 0.651

accurately assesses the performance of instance segmentation.
It is noteworthy that EADB-Net excels in both aspects. In
the MoNuSeg [28] dataset, where the shapes of cell nuclei
are more irregular, the morphology-based Hover-Net exhibits
relatively poorer performance in instance segmentation. Con-
versely, DCAN focuses on segmentation through cell nucleus
contours but struggles to address residual connections between
cell nuclei. EADB-Net effectively strikes a balance between
these two approaches, yielding significant results.

Fig. 5. Visual comparisons with SOTAs where GT indicates the ground truth.

Qualitative Analysis: The visual comparison results are
presented in Fig. 5, showcasing the effectiveness of our pro-
posed approach. Carefully selected challenging images with
diverse sizes and textures were used for comparison. The
performance of our model in accurately segmenting nuclei
from diverse background scenes is evident. As depicted in the
first row of Fig. 5, our method achieves boundary segmentation
results that closely resemble the ground truth labels, effectively
delineating nuclei. Moreover, the third row of Fig. 5 demon-
strates the superior accuracy of our method in localizing nuclei
and achieving precise contour delineation. This capability
enables better differentiation of overlapping nuclei. These
qualitative comparisons provide compelling evidence for the
capabilities of our proposed approach in accurately segmenting
nuclei, even in challenging scenarios involving variations in
size, texture, and overlapping instances.



C. Ablation Study

To evaluate each module of EADB-Net, we conducted a
series of ablation experiments on the MoNuSeg dataset. In
these experiments, we chose U2Net as the baseline model and
used watershed as the instance segmentation method for all
experiments except the last one.

TABLE III
RESULTS OF EACH COMPONENT IN THE EADB-NET

Model Dice AJI PQ
Baseline U2Net(U-Net+RSU) 0.790 0.533 0.570

U2Net+CBAM 0.820 0.590 0.583
U2Net+CBAM+CF-Block 0.827 0.598 0.589

U2Net+CBAM+CF-Block+
Post Processing(ours) 0.838 0.656 0.624

In the first experiment, CBAM integration in U2Net for
nuclear segmentation resulted in significant improvements.
The U-Net + RSU + CBAM model showed increases in
Dice, PQ, and AJI scores. A comparison between CBAM
applied at all levels and only at the deepest level demonstrated
0.6% improvements in Dice and PQ scores, favoring channel
attention at the small spatial size of the deepest level.

In the second experiment, the CF-Block’s effectiveness was
confirmed. Allowing weighted fusion of contextual informa-
tion, the U-Net + RSU + CBAM + CF-Block model exhibited
improvements in the three evaluation metrics compared to the
U-Net + RSU + CBAM model.

In the last experiment, post-processing in instance segmen-
tation showed significant improvements in all three evaluation
metrics. The auxiliary task of edge production contributed to
enhanced pixel prediction for the nucleus by combining con-
tour and semantic analysis, leading to superior performance.

V. OBSERVATIONS AND DISCUSSIONS

Pathology diagnosis plays a crucial role in medical diagno-
sis, especially in cancer diagnosis. To improve the efficiency
and robustness of automated histopathology image analysis,
we propose a hybrid attention dual-branch network based on
Residual U-blocks. Extensive experiments are conducted on
four challenging datasets to demonstrate the effectiveness of
the network model and its individual modules. In the multi-
task network, contour extraction and object segmentation are
two complementary tasks. Previous works that divide instances
based on contour extraction, such as DCAN and AL-Net,
only consider nucleus instance division without focusing on
the segmentation accuracy of each instance. Therefore, we
propose to propagate around each nucleus instance until the
target segmentation result is completely filled. Experimental
results show that this method is simple yet effective.

From the MoNuSeg and BNS datasets, we observe that the
model achieves high segmentation accuracy and can effectively
segment overlapping nuclei. However, in the CPM-17 dataset,
the instance segmentation accuracy is not satisfactory. Through
careful investigation, we found that the shape prior of nuclei
in the CPM-17 dataset deviates significantly from the general
cancer dataset. The nuclei boundaries in this dataset are more

blurred, leading to unsatisfactory contour extraction results for
overlapping regions. Therefore, for this dataset, we applied
an erosion operation in the post-processing stage to improve
the model’s accuracy. After in-depth analysis, the following
improvements can be made in future work:

• Address the issue of unclear contours and incomplete
extraction of overlapping region contours. Consider in-
corporating prior knowledge of nucleus morphological
features into the loss function to further optimize contour
extraction accuracy or explore specific techniques for
contour extraction in overlapping regions.

• EADB-Net demonstrates good performance in semantic
segmentation and is not limited to cervical cell classifica-
tion, indicating its potential application in other medical
image classification tasks.

• In the post-processing stage, the instance spreading tech-
nique for each nucleus does not accurately handle over-
lapping boundaries. Further improvements can be made
to refine the spreading strategy.

VI. CONCLUSION

This study addresses the complex problem of nucleus
segmentation and proposes a hybrid attention dual-branch
network based on Residual U-blocks. The network simultane-
ously predicts the semantic and contour information of nuclei
and achieves high-precision instance segmentation through
post-processing. Additionally, we discovered that the back-
propagation from the auxiliary task further improves the
accuracy of the main task. The key components of the net-
work include Residual U-blocks, hybrid attention mechanisms,
and context encoding layers. The network model achieves
highly accurate semantic segmentation. Moreover, our post-
processing method demonstrates strong generality and ef-
fectiveness by leveraging multi-task information (semantic
and contour information) to delineate object instances. In
the experiments, we validate the critical roles of different
components in the segmentation task model. Extensive ex-
perimental results on four challenging histopathology image
segmentation tasks demonstrate the superiority of our method,
surpassing state-of-the-art approaches while being tailored for
edge computing, thus advancing real-time mobile healthcare
and remote diagnostic capabilities.
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